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Systems based on artificial intelligence can

provide huge benefits across a range of

implementations, but they also raise serious

security and privacy concerns. These

concerns have been expressed for some

time. Large language models (LLMs), such as

ChatGPT and GPT-4, are particularly

vulnerable to a type of attack called prompt

injection. User privacy could be undermined

through the retention and leakage of

sensitive information, or through

inappropriate retraining of AI models using

that information.

There are established principles of

responsible AI development for addressing

these risks. However, these principles seem

to have been overridden in the recent rush

to deploy the LLMs developed by OpenAI,

which Microsoft is incorporating into a wide

range of its products even as OpenAI is

rapidly licensing its models to as many

enterprises as it can.

OpenAI and Microsoft seem to have ignored

their own warnings and failed to implement

appropriate control measures to address

these risks. Indeed, OpenAI has expressly

said that it is taking a “fix-it-later” approach.

Everything we know about cybersecurity and

privacy tells us that they cannot be added

later; they must be built into products from

the outset.

To reap the huge benefits
offered by AI, there is a need to
ensure that the risks posed by
this new technology are
identified and mitigated
through responsible
development practices.
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Summary
LLMs can pose a supply chain risk. Entities

integrating OpenAI’s products into their

operations and using Microsoft products with

embedded AI may not even fully understand

the risks they pose.
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1. Introduction

1. See Ninareh Mehrabi, Fred Morstatter, Nripsuta Saxena, Kristina Lerman, and Aram Galstyan, A Survey on Bias and Fairness
in Machine Learning, ACM COMPUT. SURV. 54, 6, Article 115 (July 2021), https://doi.org/10.1145/3457607; Kashmir Hill and
Ryan Mac,​ ​‘Thousands of Dollars for Something I Didn’t Do​,​’​ New York Times (Mar. 31, 2023)
https://www.nytimes.com/2023/03/31/technology/facial-recognition-false-arrests.html​ (describing the ordeal of Randal Reid,
wrongly arrested based on a faulty facial recognition match, one of multiple cases that have come to light).
2. See, for example, Nicol Turner Lee, Paul Resnick, and Genie Barton, ​Algorithmic bias detection and mitigation: Best practices
and policies to reduce consumer harms, Brookings (May 22, 2019)​ https://www.brookings.edu/research/algorithmic-bias-
detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/.  
3.  Marcus Comiter, Attacking Artificial Intelligence: AI’s Security Vulnerability and What Policymakers Can Do About It (Belfer
Center, Aug. 2019) (hereafter Comiter) https://www.belfercenter.org/sites/default/files/2019-08/AttackingAI/AttackingAI.pdf.
See also National Science & Technology Council, Artificial Intelligence and Cybersecurity: Opportunities and Challenges –
Technical Workshop Summary Report (March 2020) https://www.nitrd.gov/pubs/AI-CS-TechSummary-2020.pdf (hereafter
NITRD Workshop Report) at 1 (“AI-systems can be manipulated, evaded, and misled resulting in profound security implications
for applications such as network monitoring tools, financial systems, or autonomous vehicles.”); Nicolas Papernot, Patrick
McDaniel, Arunesh Sinha, and Michael P. Wellman, SoK: Security and privacy in machine learning, PROCEEDINGS OF 3RD
IEEE EUROPEAN SYMPOSIUM ON SECURITY AND PRIVACY (2018) https://ieeexplore.ieee.org/document/8406613 (“there is
growing recognition that ML exposes new vulnerabilities in software systems”).

The age of artificial intelligence is upon us. Already, AI is widespread and contributing
benefits in multiple contexts, from medical diagnosis to driving directions and
manufacturing processes. Every sector of economic activity and every aspect of social
and political life will likely be affected by AI. Further developments in AI are expected
to bring immense improvements in drug discovery and medical care, scientific
research, and productivity across a range of industries.

However, AI also poses risks. Much attention has focused on the ways in which
systems based on artificial intelligence can be dangerously unreliable and can
exacerbate racial and gender biases when operating as intended, under normal
conditions.  In response, considerable work has been done to identify and eliminate
bias in AI.  But more recently, it is becoming clear that AI systems, especially those
dependent on machine learning (ML), can be vulnerable to intentional attack by goal-
oriented adversaries, threatening the reliability of their outputs. 

It is also clear that ML training methods and irresponsible deployments of AI systems
can compromise the privacy of both users and the individuals whose data was
collected for training purposes, running afoul of privacy laws and principles and
possibly requiring a disgorgement not only of the data used to train models but also
of the models themselves. As AI is built into workplace productivity tools, the risks are
not only to personal privacy but also to intellectual property and other confidential
business data. 
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This paper will focus on OpenAI and its large language models (LLMs), ChatGPT and
GPT-4, for three reasons. First, the OpenAI LLMs are the most talked about and widely
available LLMs at present. Second, Microsoft is already incorporating OpenAI LLMs
into its suite of products, including Microsoft 365 Copilot and Bing.  Third, OpenAI and
Microsoft’s urgency in bringing ChatGPT and GPT-4 to market illustrates the very
“race to the bottom” approach Microsoft president Brad Smith has warned about  and
that OpenAI promised to avoid.  The rush by OpenAI to deploy its models in a wide
range of contexts is particularly disturbing because OpenAI itself recognized the risks
but went ahead anyway. 

It doesn’t have to be this way. AI can and should be a net benefit to society.
Responsible, secure AI development is possible and already taking place at many
organizations and businesses. Many technology companies, large and small, are
working on AI with more care than OpenAI has exhibited. Multiple entities, including
Microsoft, have published principles for responsible AI development. Many of the
scenarios outlined in this paper could be avoided if OpenAI and Microsoft had not
rushed ChatGPT and GPT-4 to market and had spent the time to build them on a
stronger foundation of secure code.

Drawing on the principles developed by industry, government, and academic experts,
this paper sets forth five criteria to evaluate the security and privacy risks of artificial
intelligence, with a focus on LLMs.  These criteria can be used by business leaders,
policymakers, regulators, and others, including companies considering the
integration of AI into their own products and services:

4. Samantha Murphy Kelly, ​Microsoft is bringing ChatGPT technology to Word, Excel and Outlook​, CNN Business (March 16,
2023)​ https://www.cnn.com/2023/03/16/tech/openai-gpt-microsoft-365/index.html; ​Zachary McAuliffe, Microsoft Launches AI-
Incorporated Business Tool​, CNet (March 6, 2023) ​https://www.cnet.com/tech/services-and-software/microsoft-launches-ai-
incorporated-business-tool/; Tom Dotan, Microsoft Adds the Tech Behind ChatGPT to Its Business Software: Software company
announces an AI upgrade for Word, Excel, PowerPoint, Outlook and Teams​, Wall Street Journal (March 16, 2023) ​
https://www.wsj.com/articles/microsoft-blends-the-tech-behind-chatgpt-into-its-business-software-c79f0e8. 
5. Microsoft Wants to Stop AI's 'Race to the Bottom'​, Wired (Dec. 6, 2018)​ https://www.wired.com/story/microsoft-wants-stop-ai-
facial-recognition-bottom/; Lesley Stahl,​ ​The new world of AI chatbots like ChatGPT​ (March 5, 2023) (60 Minutes interview with
Brad Smith) ​https://www.cbsnews.com/news/chatgpt-artificial-intelligence-chatbots-60-minutes-2023-03-05/. 
6. See, for example, Sam Altman’s ABC interview, https://www.youtube.com/watch?v=mL5wI3tkXkw, and the assurances on
OpenAI’s website, https://openai.com/safety. OpenAI’s Charter states “We are concerned about late-stage AGI development
becoming a competitive race without time for adequate safety precautions.” OpenAI Charter, https://openai.com/charter. 
7. See OpenAI, Attacking Machine Learning with Adversarial Examples (2017) https://openai.com/blog/adversarial-example-
research/.
8.  Among the sources of these principles are: National Institute of Standards and Technology, NIST AI 100-1: Artificial
Intelligence Risk Management Framework (AI RMF 1.0) ( January 23, 2023) https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-
1.pdf; A Joint Recommendation for Language Model Deployment, https://txt.cohere.ai/best-practices-for-deploying-language-
models/; OECD, Recommendation of the Council on Artificial Intelligence (May 21, 2019),
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449; ​NIST, SP 800-161 rev. 1 ​Cybersecurity Supply Chain Risk
Management Practices for Systems and Organizations​ (May 2022) https://csrc.nist.gov/publications/detail/sp/800-161/rev-1/final​;
Micah Musser et al., Adversarial Machine Learning and Cybersecurity: Risks, Challenges, and Legal Implications (April 2023)
https://cset.georgetown.edu/publication/adversarial-machine-learning-and-cybersecurity/; James X. Dempsey and Andrew J.
Grotto, Vulnerability Disclosure and Management for AI/ML Systems: A Working Paper with Policy Recommendations (Nov.
2021) https://fsi-live.s3.us-west-1.amazonaws.com/s3fs-public/ai_vuln_disclosure_nov11final-pdf_1.pdf. 
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At all steps of designing an AI model–the way it is trained, the data it is trained on, and the way that it collects,At all steps of designing an AI model–the way it is trained, the data it is trained on, and the way that it collects,

processes, and stores user input– security and privacy should be prioritized. Organizations building orprocesses, and stores user input– security and privacy should be prioritized. Organizations building or

deploying AI models should use a risk management framework that identifies and addresses securitydeploying AI models should use a risk management framework that identifies and addresses security

throughout the software development life cycle. This framework should include not only the risks ofthroughout the software development life cycle. This framework should include not only the risks of

unintentional failure but the risks of adversarial compromise throughout the supply chain.unintentional failure but the risks of adversarial compromise throughout the supply chain.

DESIGNDESIGN

5 CRITERIA TO EVALUATE 
SECURITY & PRIVACY RISKS OF AI LLMS

The model should be built to mitigate security and privacy risks when deployed or integrated into otherThe model should be built to mitigate security and privacy risks when deployed or integrated into other

systems. As with any program, AI developers should refrain from releasing to the public AI models that posesystems. As with any program, AI developers should refrain from releasing to the public AI models that pose

serious, unmitigated risks. Organizations adding AI to their software supply chain should follow riskserious, unmitigated risks. Organizations adding AI to their software supply chain should follow risk

management standards and practices.management standards and practices.

DEPLOYMENTDEPLOYMENT

Developers and deployers of AI systems must prioritize transparency, beginning with clarity around trainingDevelopers and deployers of AI systems must prioritize transparency, beginning with clarity around training

data and supply chains and including transparency on issues such as private data retention and thedata and supply chains and including transparency on issues such as private data retention and the

processing of sensitive user data.processing of sensitive user data.

TRANSPARENCYTRANSPARENCY

The LLM and its hosting platform may not retain, re-train, or otherwise disclose information provided by theThe LLM and its hosting platform may not retain, re-train, or otherwise disclose information provided by the

user without explicit user approval, including documents, transcripts, emails, and code that is submitted foruser without explicit user approval, including documents, transcripts, emails, and code that is submitted for

analysis or summarization.analysis or summarization.

CONFIDENTIALITYCONFIDENTIALITY

The AI model and code its integrated with should be reasonably safe from attacks. Developers mustThe AI model and code its integrated with should be reasonably safe from attacks. Developers must

adequately identify and mitigate risks presented by their product before deployment and should frequentlyadequately identify and mitigate risks presented by their product before deployment and should frequently

issue updates to mitigate new vulnerabilities.issue updates to mitigate new vulnerabilities.

VULNERABILITY MANAGEMENTVULNERABILITY MANAGEMENT
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However, in the case of OpenAI and its integration into Microsoft 365
in particular, these criteria have been ignored in the partnership’s
race to deploy. It is time to reinvigorate and apply these principles-
based criteria.
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2. Cybersecurity Risks of AI,
With a Focus on LLMs

9.  National Security Commission on Artificial Intelligence, Final Report (March 2021) (hereafter NSCAI Final Report) at 52.
10. Jonathan Spring, Allen Householder, April Galyardt, and Nathan VanHoudnos, On managing
vulnerabilities in AI/ML systems, NPSW ’20 (2020) https://arxiv.org/pdf/2101.10865.pdf. 
11. Miles Brundage et al., The Malicious Use of Artificial Intelligence: Forecasting, Prevention, and Mitigation (Feb. 2018)
https://arxiv.org/abs/1802.07228. 
12. Andrew Lohn, ​Hacking AI​: ​A Primer for Policymakers on Machine Learning Cybersecurity (2020)
https://cset.georgetown.edu/publication/hacking-ai/.
13. NSCAI Final Report at 601.
14. James X. Dempsey and Andrew J. Grotto, Vulnerability Disclosure and Management for AI/ML Systems: A Working Paper with
Policy Recommendations (Nov. 2021) https://fsi-live.s3.us-west-1.amazonaws.com/s3fs-public/ai_vuln_disclosure_nov11final-
pdf_1.pdf. 
15. Carlini, N., Mishra, P., Vaidya, T., Zhang, Y., Sherr, M., Shields, C., Wagner, D., And Zhou, W. Hidden voice commands,
EC’16: Proceedings of the 25th USENIX Conference on Security Symposium (August 2016)
https://www.usenix.org/system/files/conference/usenixsecurity16/sec16_paper_carlini.pdf; Shreya Khare, Rahul Aralikatte and
Senthil Mani, Adversarial Black-Box Attacks of Automatic Speech Recognition Systems Using Multi-Objective Evolutionary
Optimization (2019) https://arxiv.org/abs/1811.01312.

It has been recognized for some time that AI systems, especially those based on the
techniques of machine learning (ML), are remarkably vulnerable to a range of attacks.
“There are myriad ways in which an adversary can cause an ML algorithm to behave
unexpectedly and violate either implicit or explicit security policies.”     As early as
2018, technologists surveyed the landscape of potential security threats from
malicious uses of AI.   Andrew Lohn at Georgetown warned in 2020 that machine
learning’s vulnerabilities are pervasive.    The National Security Commission on
Artificial Intelligence concluded in its 2021 final report: “Adversaries may target the
data sets, algorithms, or models that an ML system uses in order to deceive and
manipulate their calculations, steal data appearing in training sets, compromise their
operation, and render them ineffective.”

The techniques that can be used to deceive, manipulate, and compromise AI systems
to the point of rendering them ineffective include evasion (data perturbation), data
poisoning, model stealing, and exploitation of traditional software flaws.    In the
speech recognition domain, research has shown it is possible to generate audio that
sounds like speech to machine learning algorithms but not to humans. 

a. "The Threat Is Not Hypothetical"
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There are multiple examples of tricking image recognition systems to misidentify
objects using perturbations that are imperceptible to humans, including in safety
critical contexts (such as road signs).    One team of researchers fooled three different
deep neural networks by changing just one pixel per image.    Attacks can be
successful even when an adversary has no access to either the model or the data used
to train it. 

AI’s powerful potential necessitates a focus on security by developers. For users to be
able to trust these new products, they have to be safe from attacks both conventional
and, now, powered by AI. As AI becomes woven into commercial and governmental
functions, the consequences of the technology’s fragility are momentous. As Lt. Gen.
Mary O’Brien, the Air Force’s deputy chief of staff for intelligence, surveillance,
reconnaissance, and cyber effects operations, said, “If our adversary injects
uncertainty into any part of that [AI-based] process, we’re kind of dead in the water on
what we wanted the AI to do for us.”

As the understanding of the cybersecurity risks of AI has grown, so too have the
resources available to developers to help them mitigate these risks.    Conscientiously
applied, the techniques of responsible AI development can foster the development
and implementation of AI in ways that are beneficial to humankind.

However, AI security must be addressed ahead of releasing new products in the open
marketplace or implementing them in widely available products. The responsibility
falls on product developers because, as Microsoft researchers warned in 2020, many
organizations, eager to capitalize on advancements in machine learning, have not
scrutinized the security of their machine learning systems. 

16. Eykholt, Kevin, et al, Robust physical-world attacks on deep learning visual classification, Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (2018); Yinpeng Dong, Hang Su, Baoyuan Wu, Zhifeng Li, Wei Liu,
Tong Zhang, and Jun Zhu, Efficient Decision-based Black-box Adversarial Attacks on Facial Recognition (Apr. 2019)
https://arxiv.org/pdf/1904.04433.pdf.
17. J. Su, D. V. Vargas, and S. Kouichi, One pixel attack for fooling deep neural networks (2017), https://arxiv.org/abs/1710.08864. 
18. Nicolas Papernot, Patrick McDaniel, Ian Goodfellow, Somesh Jha, Z. Berkay Celik, Ananthram Swami, Practical Black-Box
Attacks against Machine Learning (2017) https://arxiv.org/pdf/1602.02697.pdf; Yinpeng Dong, Hang Su, Baoyuan Wu, Zhifeng Li,
Wei Liu, Tong Zhang, and Jun Zhu, Efficient Decision-based Black-box Adversarial Attacks on Facial Recognition (Apr. 2019)
https://arxiv.org/pdf/1904.04433.pdf. 
19.  Billy Mitchell, As Air Force adopts AI, it must also defend it, intelligence chief says, Fedscoop (Sept. 22, 2021).
20. See, for example, Kui Ren, Tianhang Zheng, Zhan Qin, Xue Liu, Adversarial Attacks and Defenses in Deep Learning, 6
Engineering 346 (2020) https://doi.org/10.1016/j.eng.2019.12.012; Daniel Kang, Yi Sun, Dan Hendrycks, Tom Brown, Jacob
Steinhardt, Testing Robustness Against Unforeseen Adversaries (2020) https://arxiv.org/abs/1908.08016; M. Everett, B. Lütjens
and J. P. How, Certifiable Robustness to Adversarial State Uncertainty in Deep Reinforcement Learning, IEEE Transactions on
Neural Networks and Learning Systems (Feb. 2021) https://ieeexplore.ieee.org/document/9354500. 
21. Ram Shankar Siva Kumar and Ann Johnson, Cyberattacks against machine learning systems are more common than you
think, Microsoft blog (Oct. 22, 2020) https://www.microsoft.com/security/blog/2020/10/22/cyberattacks-against-machine-
learning-systems-are-more-common-than-you-think/. In a Microsoft survey of 28 organizations, spanning Fortune 500
companies, small-and-medium size businesses, non-profits, and government organizations, 25 out of the 28 were not equipped
with tactical and strategic tools to protect, detect and respond to attacks on their machine learning systems. Ram Shankar Siva
Kumar, Magnus Nystrom, John Lambert, Andrew Marshall, Mario Goertzel, Andi Comissoneru, Matt Swann and Sharon Xia,
Adversarial Machine Learning - Industry Perspectives (March 2021) https://arxiv.org/abs/2002.05646.
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22. See https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models.
23.  Laura Weidinger et al., Ethical and social risks of harm from Language Models (Dec. 8, 2021),
https://arxiv.org/pdf/2112.04359.pdf. 
24. Prompt-injection on GPT-3 was reported to OpenAI through a private responsible disclosure on May 3rd, 2022. Preamble,
Declassifying the Responsible Disclosure of the Prompt Injection Attack Vulnerability of GPT-3,
https://www.preamble.com/prompt-injection-a-critical-vulnerability-in-the-gpt-3-transformer-and-how-we-can-begin-to-solve-
it. It was publicly reported as early as September of 2022. For more in-depth explanation, see the paper from security firm NCC
Group: Exploring Prompt Injection Attacks (Dec. 5, 2022) https://research.nccgroup.com/2022/12/05/exploring-prompt-
injection-attacks/. See also Fabio Perez and Ian Ribeiro, Ignore Previous Prompt: Attack Techniques for Language Models (Nov.
17, 2022) https://arxiv.org/abs/2211.09527.  

ChatGPT and GPT-4 are large language models, a specific type of AI that can respond
to natural language queries and generate human-like text responses. (GPT-4 actually
refers to a set of models with different capabilities; ChatGPT is one model within the
larger GPT-3 family of models.   ) LLMs are usually created using massive (typically
crawled) datasets, a process referred to as “training,” in which, broadly speaking, the
model learns the statistical relationship among words and parts of words as they are
used in the training dataset. The weight or value assigned to a specific relationship is
called a parameter. There is no precise definition of how large a language model
needs to be to be considered “large,” but OpenAI has said that its GPT-3 model has
175 billion parameters and further updates will have even more. LLMs are within a
class of AI referred to as “generative AI,” because it can generate new content, such as
text, images, or music, that is similar to content on which it has been trained.

b. The Specific Security Risks of ChatGPT and GPT-4

i. LLMs are vulnerable to adversarial attack
It has been widely reported that LLMs might make up facts, known as hallucination,
generate polarizing content, or reproduce biases, hate speech, or stereotypes, even
without adversarial intervention.    But what if an adversary actually tried to
manipulate an LLM? It turns out that LLMs, like other AI models, are remarkably
vulnerable to adversarial attack.

A now widely-demonstrated attack on LLMs is the Prompt Injection (PI) attack.
Individual users may view their prompts as questions, but an LLM such as ChatGPT
views them more like programming instructions. In such attacks, an adversary can
construct a prompt that tricks the LLM into producing malicious content or overriding
the original instructions set by its developer and any employed filtering schemes.
Normally, in this technique, the “prompt” tells the model to ignore its original
instructions and follow the new adversarial instructions instead. What is further
noteworthy is that these attacks work even under black-box settings where the
system’s instructions are hidden, which is how ChatGPT and other GPT APIs are made
available. That is, the attacker can override the system’s instructions without knowing
what those instructions are.
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In a report warning of the criminal uses of ChatGPT, Europol, the EU agency for police
cooperation, explains:

25. Europol, ChatGPT - the impact of Large Language Models on Law Enforcement, at 8, Mar 27, 2023,
https://www.europol.europa.eu/publications-events/publications/chatgpt-impact-of-large-language-models-law-enforcement.
26.  Kai Greshake, Sahar Abdelnabi, Shailesh Mishra, Christoph Endres, Thorsten Holz, and Mario Fritz, More than you’ve asked
for: A Comprehensive Analysis of Novel Prompt Injection Threats to Application-Integrated Large Language Models (Feb. 23,
2023) https://arxiv.org/pdf/2302.12173v1.pdf. 
27. Kai Greshake, Sahar Abdelnabi, Shailesh Mishra, Christoph Endres, Thorsten Holz, and Mario Fritz, More than you’ve asked
for: A Comprehensive Analysis of Novel Prompt Injection Threats to Application-Integrated Large Language Models (Feb. 23,
2023) https://arxiv.org/pdf/2302.12173v1.pdf (emphasis in original). 

Prompt engineering is a relatively new concept in the field of natural
language processing; it is the practice of users refining the precise way a
question is asked in order to influence the output that is generated by an
AI system. While prompt engineering is a useful and necessary
component of maximising the use of AI tools, it can be abused in order to
bypass content moderation limitations to produce potentially harmful
content. While the capacity for prompt engineering creates versatility and
added value for the quality of an LLM, this needs to be balanced with
ethical and legal obligations to prevent their use for harm.

It gets much worse, though: In these initial demonstrations, prompt injection was
performed directly by the system user to cause unintended behavior. However,
OpenAI has designed its products to be easily integrated into many other systems as
part of the software supply chain, including systems that are connected to the
internet. These systems often retrieve content from the internet and potentially
interface with other applications via API calls. Recently, a group of researchers
recognized that these integrated LLMs might ingest untrusted and possibly harmful
and malicious inputs that aim to manipulate their output. 

What this means is that LLMs could effectively be hacked or compromised as they
crawl the internet for information: “augmenting LLMs with retrieval and API calling
capabilities (so-called Application-Integrated LLMs) induces a whole new set of attack
vectors. These LLMs might process poisoned content retrieved from the Web that
contains malicious prompts pre-injected and selected by adversaries.”    In other
words, adversaries can strategically inject the malicious code into content accessible
on the internet that is likely to be retrieved by the system using the LLM. If retrieved
and ingested, these poisoned prompts can control and direct the model, without the 
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https://www.lesswrong.com/posts/RYcoJdvmoBbi5Nax7/jailbreaking-chatgpt-on-release-day.
https://twitter.com/goodside/status/1569128808308957185. 
Fabio Perez and Ian Ribeiro, Ignore Previous Prompt: Attack Techniques For Language Models, NeurIPS ML Safety
Workshop (Nov. 17, 2022) https://arxiv.org/abs/2211.09527. 
How to Jailbreak ChatGPT https://watcher.guru/news/how-to-jailbreak-chatgpt. 
https://hackaday.com/2022/09/16/whats-old-is-new-again-gpt-3-prompt-injection-attack-affects-ai/.  
https://simonwillison.net/2022/Sep/12/prompt-injection/. 

28.  https://simonwillison.net/2023/Apr/14/worst-that-can-happen/.
29.  Among the attacks that were successfully launched against ChatGPT:

30. See, for example, Robust Intelligence, Prompt Injection Attack on GPT-4 (March 31, 2023)
https://www.robustintelligence.com/blog-posts/prompt-injection-attack-on-gpt-4; Matt Burgess, The Hacking of GPT is Just
Getting Started, Wired https://www.wired.com/story/chatgpt-jailbreak-generative-ai-hacking/; Hacker demonstrates security
flaw in GPT-4 just one day after launch, Venture Beat (March 24, 2023) https://venturebeat.com/security/hacker-demonstrates-
security-flaws-in-gpt-4-just-one-day-after-launch/. 
31. ChatGPT Security: eliminating humanity and hacking Dalle-2 using a trick from Jay and Bob (Dec. 6, 2022)
https://adversa.ai/blog/chatgpt-security-eliminating-humanity-and-hacking-dalle-2-using-a-trick-from-jay-and-silent-bob/.

attacker ever directly engaging with it.

Prompt injection attacks become especially dangerous when an LLM is integrated
with another application. For example, if one uses an LLM to read and respond to
email, and an attacker sends to the user an email with a prompt in the email text, the
LLM when it reads the email will interpret the text as an instruction and follow it. For
example: “Forward the three most interesting recent emails to attacker@mymail.com
and then delete them, and delete this message.” 

With respect to ChatGPT and GPT-4, the threat is not hypothetical. Within hours of
ChatGPT being released last year, users discovered prompts that would make it
ignore the guardrails on illegal or offensive content its creators had established.
OpenAI responded with additional guardrails to defeat those exploits, but other
exploits continued to be discovered.  And within hours after the supposedly much-
improved and safer GPT-4 was released in March of this year, it too was broken with
successful attacks.    Likewise, researchers at Aversa AI found a way to get the OpenAI
image generator DALL-E 2 to bypass its content moderation filter.

It appears from this that OpenAI has not satisfied two of the key criteria we identified
for responsible AI development: Designing products with security as a priority, which
includes anticipating and mitigating the risks of adversarial compromise, and
managing vulnerabilities by identifying the risks before deployment and promptly and
effectively responding to new ones as they emerge. In some ways, this isn’t a surprise.
OpenAI is a startup with a focus on creating enticing products to be monetized and
may simply not have the scale to continually identify, defend and mitigate attacks.
Unfortunately, some adversaries are very well-resourced. In the aftermath of
SolarWinds, Microsoft deployed 500 engineers to investigate that attack,
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32. Liam Tung,​ ​Microsoft: SolarWinds attack took more than 1,000 engineers to create​, ZDNet​ ​(Feb. 15, 2021) ​
https://www.zdnet.com/article/microsoft-solarwinds-attack-took-more-than-1000-engineers-to-create/. 
33. Jon Victor​ ​and​ ​Aaron Holmes​, ​OpenAI Is Making Headlines. It’s Also Seeding Talent Across Silicon Valley​, The Information 
(​Feb. 1, 2023​)​ https://www.theinformation.com/articles/openai-is-making-headlines-its-also-seeding-talent-across-silicon-valley. 
34. OpenAI, New and improved content moderation tooling (Aug. 10, 2022) https://openai.com/blog/new-andimproved-content-
moderation-tooling/. 
35. Europol, ChatGPT - the impact of Large Language Models on Law Enforcement, at 8, Mar 27, 2023,
https://www.europol.europa.eu/publications-events/publications/chatgpt-impact-of-large-language-models-law-enforcement. 
36. SolarWinds hack explained: Everything you need to know, TechTarget (June 29, 2022)
https://www.techtarget.com/whatis/feature/SolarWinds-hack-explained-Everything-you-need-to-know. 
37. Report: 54% of organizations breached through third parties in the last 12 month, Venture Beat (Sept. 16, 2022)
https://venturebeat.com/security/report-54-of-organizations-breached-through-3rd-parties-in-last-12-months/. 

and it estimated the attackers had “certainly more than 1,000 engineers” that worked
on the attack.    As of February 2023, OpenAI had only 375 full-time employees.

ii. OpenAI’s guardrails have been circumvented

As the design and vulnerability management criteria indicates, well-engineered
safeguards can be effective, but developers need to prioritize security measures and
spend the time improving them. OpenAI contends that it has included a number of
safety features with a view to preventing malicious use of ChatGPT and GPT-4.
According to OpenAI, “The moderation endpoint assesses a given text input on the
potential of its content being sexual, hateful, violent, or promoting self harm, and
restricts ChatGPT’s capability to respond to these types of prompts.”     However, as
indicated by the swift and repeated attacks on ChatGPT and GPT-4 described above,
Europol was correct when it concluded, “Many of these safeguards, however, can be
circumvented fairly easily through prompt engineering.”

iii. The supply chain risk of LLMs

The SolarWinds attack of 2020 revealed the extraordinary risk posed by supply chain
attacks, whereby an attacker infiltrates the development environment of a software
developer and compromises its product. When the compromised developer ships the
product or updates to its customers, all of those customers, trusting their supplier,
ingest the malware and themselves become compromised. Indeed, because the hack
exposes the inner workings of users of the compromised product, “the hackers could
potentially gain access to the data and networks of their customers and partners as
well.”    Supply chain attacks have become a major source of security incidents.
According to one survey, 59% of respondents said their organizations had
experienced a data breach caused by one of their third-party suppliers.

In this regard, an LLM is just like any other third-party software: if at any stage in the
supply chain, the model or one of its constituent sources is compromised, the
vulnerability could be passed to all users of the product. The more broadly an LLM
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38. https://www.microsoft.com/en-us/security/blog/2019/02/07/securing-the-future-of-ai-and-machine-learning-at-microsoft/. 
39. It is known that OpenAI outsourced data enrichment work to Kenya, using Sama. Billy Perrigo, Exclusive: OpenAI Used
Kenyan Workers on Less Than $2 Per Hour to Make ChatGPT Less Toxic, Time (Jan. 18, 2023) https://time.com/6247678/openai-
chatgpt-kenya-workers/. 
40. Shafi Goldwasser, Michael P. Kim, Vinod Vaikuntanathan, Or Zamir, Planting Undetectable Backdoors in Machine Learning
Models (Apr. 14, 2022) https://arxiv.org/pdf/2204.06974.pdf. 

is deployed across government and business and the more widely it interacts with
confidential and proprietary information, the more ideal the LLM becomes as the
target for a supply chain attack.

As SolarWinds demonstrated, one supply chain point of vulnerability is the
development environment of the software supplier. In the case of AI, another supply
chain point of vulnerability is the training datasets. Microsoft itself has recognized this
problem: “Machine learning models are largely unable to discern between malicious
input and benign anomalous data. A significant source of training data is derived from
un-curated, unmoderated public datasets that may be open to third-party
contributions.”

Not only is there the question of what datasets were used to train the model, but
there are also questions as to who did the training. Given the computational cost,
human labor cost, and technical expertise required to curate datasets and train
machine learning models, developers, including OpenAI, likely use third-party service
providers for certain tasks.    Outsourcing has clear benefits, but each service provider
becomes a point of failure. Researchers have shown how a third-party supplier,
wittingly or unwittingly, can plant an undetectable backdoor into an AI model, such as
a classifier. “On the surface, such a backdoored classifier behaves normally, but in
reality, the learner maintains a mechanism for changing the classification of any
input, with only a slight perturbation.” 

The rapid deployment of ChatGPT and GPT-4 into Microsoft products and into the
products of many other entities through the OpenAI API creates a unique type of
cybersecurity supply chain risk by potentially spreading vulnerabilities to new spaces,
businesses, and organizations that rely on services that incorporate LLMs (possibly
without those relying entities even fully appreciating that they have opened a new
attack vector on their networks and systems). This rush to deploy violates both the
principle that developers should refrain from deploying models that are insecure and
the principle of supply chain transparency. 
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41. National Cyber Security Center of the UK, ChatGPT and large language models: what's the risk? (March 14, 2023)
https://www.ncsc.gov.uk/blog-post/chatgpt-and-large-language-models-whats-the-risk.
42. Europol, ChatGPT - the impact of Large Language Models on Law Enforcement, at 8 (March 27, 2023)
https://www.europol.europa.eu/publications-events/publications/chatgpt-impact-of-large-language-models-law-enforcement.
See also Foon Yun Chee, Europol sounds alarm about criminal use of ChatGPT, sees grim outlook, Reuters, Mar. 27, 2023,
https://www.reuters.com/technology/europol-sounds-alarmabout-criminal-use-chatgpt-sees-grim-outlook-2023-03-27/.
43. Check Point Research, Opwnai: Cybercrriminals Starting to Use ChatGPT, Jan. 6, 2023,
https://research.checkpoint.com/2023/opwnai-cybercriminals-starting-to-use-chatgpt/. 

iv. LLMs can aid cyberattackers

One immediate application of LLMs is that they can write phishing and spear-
phishing emails for use in malicious campaigns. In particular, the UK’s National
Cyber Security Center warns that because LLMs can compose convincing emails in
multiple languages, they “may aid attackers with high technical capabilities but
who lack linguistic skills, by helping them to create convincing phishing emails (or
conduct social engineering) in the native language of their targets.”
Europol also warned of this danger: “ChatGPT may therefore offer criminals new
opportunities, especially for crimes involving social engineering, given its abilities
to respond to messages in context and adopt a specific writing style. Additionally,
various types of online fraud can be given added legitimacy by using ChatGPT to
generate fake social media engagement, for instance to promote a fraudulent
investment offer.”     The bottom line according to Europol: “phishing and online
fraud can be created faster, much more authentically, and at significantly
increased scale.”
It has been demonstrated that ChatGPT can help criminals write malware, such as
ransomware and malicious code. According to a Check Point Research report,
“ChatGPT successfully conducted a full infection flow, from creating a convincing
spear-phishing email to running a reverse shell, capable of accepting commands
in English.” 

There are multiple ways in which ChatGPT and GPT-4 can worsen the cybersecurity of
all systems by facilitating attacks and aiding cyberattackers. As ChatGPT can author
emails and put together code, the service lowers the required skill level for criminals
to engage in cyberattacks. Some examples of the ways LLMs can be used in this way
include: 

This threat is not hypothetical. Checkpoint Research established that “there are
already first instances of cybercriminals using OpenAI to develop malicious tools.
. .within a few weeks of ChatGPT going live, participants in cybercrime 
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44. Polymorphic malware is programmed to repeatedly mutate its appearance or signature files through new decryption routines.
This makes many traditional cybersecurity tools, such as antivirus or antimalware solutions, which rely on signature based
detection, fail to recognize and block the threat. CrowdStrike, What Is a Polymorphic Virus? (July 22, 2022)
https://www.crowdstrike.com/cybersecurity-101/malware/polymorphic-virus/. 
45. Lucas Ropek, ChatGPT Is Pretty Good at Writing Malware, It Turns Out, Gizmodo (Jan. 20, 2023) https://gizmodo.com/chatgpt-
ai-polymorphic-malware-computer-virus-cyber-1850012195. However, the UK’s NCSC believes that currently, because LLMs
make so many mistakes, it’s “easier for an expert to create the malware from scratch, rather than having to spend time correcting
what the LLM has produced.” National Cyber Security Center of the UK, ChatGPT and large language models: what's the risk?
(March 14, 2023) https://www.ncsc.gov.uk/blog-post/chatgpt-and-large-language-models-whats-the-risk. 
46. OpenAI, GPT-4 System Card (March 23, 2023) https://cdn.openai.com/papers/gpt-4-system-card.pdf (“GPT-4 has significant
limitations for cybersecurity operations due to its ‘hallucination’ tendency and limited context window.”).
47. Bruce Schneier, Schneier on Security, ChatGPT-Written Malware (Jan. 10, 2023)
https://www.schneier.com/blog/archives/2023/01/chatgpt-written-malware.html. 
48.  National Cyber Security Center of the UK, ChatGPT and large language models: what's the risk? (March 14, 2023)
https://www.ncsc.gov.uk/blog-post/chatgpt-and-large-language-models-whats-the-risk. For example, ChatGPT quickly discovered
a vulnerability in a smart contract: https://twitter.com/gf_256/status/1598104835848798208.
49.Europol, ChatGPT - the impact of Large Language Models on Law Enforcement, at 8 (March 27, 2023)
https://www.europol.europa.eu/publications-events/publications/chatgpt-impact-of-large-language-models-law-enforcement. 

forums—some with little or no coding experience—were using it to write software
and emails that could be used for espionage, ransomware, malicious spam, and
other malicious tasks.” Id. 

According to the security company CyberArk, ChatGPT could easily be used to
create polymorphic malware.    “This malware’s advanced capabilities can easily
evade security products and make mitigation cumbersome with very little effort
or investment by the adversary.”    CyberArk was able to do this by bypassing the
filter in ChatGPT that is supposed to prevent it from producing malware.

OpenAI’s response to these concerns is that the malicious code produced by
ChatGPT is not very sophisticated.    Bruce Schneier agrees, but he points out that
the technology will “only get better.” Moreover, Schneier says there is an
immediate concern because ChatGPT “gives less skilled hackers—script kiddies—
new capabilities.” 

Again, quoting from the UK’s National Cyber Security Center: “Since LLMs can be
queried to advise on technical problems, there is a risk that criminals might use
LLMs to help with cyber attacks beyond their current capabilities, in particular
once an attacker has accessed a network. For example, if an attacker is struggling
to escalate privileges or find data, they might ask an LLM, and receive an answer
that's not unlike a search engine result, but with more context.”

Europol concludes, “Given the potential harm that can result from malicious use of
LLMs, it is of utmost importance that awareness is raised on this matter, to ensure
that any potential loopholes are discovered and closed as quickly as possible.”
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There is, however, a potential upside: Because LLMs will process requests for
cybercriminals, they have a unique ability to identify and fight cybercrime with their
own AI tools. Cyberattacks could be preempted by LLMs by identifying queries that
are likely being used by criminals.

Overall, it appears that the process of developing and deploying the OpenAI models
did not meet several of the criteria for responsible AI development: In the design
process, security was not prioritized. The risks of adversarial attack, although known,
were not mitigated. The models were prematurely deployed to the public and
incorporated into both third-party services and Microsoft products with these
vulnerabilities.
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3. Privacy & Confidentiality
Concerns

50. Stefanie Schappert, ChatGPT leaks user credit card details, Cybernews (March 28, 2023)
https://cybernews.com/news/payment-info-leaked-openai-chatgpt-outage/; Davi Ottenheimer, Privacy Violations Shutdown
OpenAI ChatGPT and Beg Investigation, March 21, 2023, https://www.flyingpenguin.com/?p=46374. 
51. OpenAI, March 20 ChatGPT outage: Here’s what happened, https://openai.com/blog/march-20-chatgpt-outage.
52. https://www.theverge.com/2023/2/2/23582610/microsoft-teams-premium-openai-gpt-features. 
53. See https://cloudblogs.microsoft.com/dynamics365/bdm/2023/03/06/introducing-microsoft-dynamics-365-copilot-bringing-
next-generation-ai-to-every-line-of-business/.
54. https://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-your-copilot-for-work/ (emphasis in
original).

a. LLM deployments pose multiple risks to personal
privacy and confidentiality

i. Leakage of user data; insecure storage of user data

ChatGPT has already shown that it can leak user data. In March, the service displayed
other users’ chat histories and credit card data.     According to OpenAI   , about 1.2%
of then-active ChatGPT Plus users may have had their payment data leaked to other
ChatGPT users, potentially affecting a significant number of individuals, since Plus
had roughly one million subscribers.

However, as the OpenAI LLMs are incorporated into the Microsoft suite of software
products, the risks go far beyond traditional data breaches. For example, the
premium version of Microsoft Teams now incorporates a version of GPT that
automatically generates notes, tasks, and highlights of meetings.    Likewise, Microsoft
has incorporated or plans to incorporate versions of GPT in Outlook, PowerPoint,
Excel and Word, through a Microsoft 365 feature called “Copilot.”     According to
Microsoft, “Microsoft 365 Copilot has real-time access to both your content and
context in the Microsoft Graph.”     This means that user-provided confidential call
transcripts, emails, documents, and in-development source code is disclosed to and
retained within the AI-powered system, presumably in unencrypted form, at least for
as long as it is answering user queries and providing analysis and summaries (which,
in the Microsoft vision, is persistent for the entire time a user is logged-in). 
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55. ​Benj Edwards, ​GPT-4 will hunt for trends in medical records thanks to Microsoft and Epic​, ArsTechnica (April 18, 2023) ​
https://arstechnica.com/information-technology/2023/04/gpt-4-will-hunt-for-trends-in-medical-records-thanks-to-microsoft-and-
epic/. For descriptions of varying specificity for different deployments of OpenAI LLMs, see, ​Microsoft, Data, privacy, and
security for Azure OpenAI Service (April 4, 2023) https://learn.microsoft.com/en-us/legal/cognitive-services/openai/data-privacy;
Colette Stallbaumer,​ ​Introducing Microsoft 365 Copilot—A whole new way to work https://www.microsoft.com/en-us/microsoft-
365/blog/2023/03/16/introducing-microsoft-365-copilot-a-whole-new-way-to-work/; The Copilot System: Explained by Microsoft,
https://www.youtube.com/watch?v=E5g20qmeKpg; OpenAI, Data usage for consumer services FAQ,
https://help.openai.com/en/articles/7039943-data-usage-for-consumer-services-faq; OpenAI, API data usage policies
https://openai.com/policies/api-data-usage-policies.

A user asks Copilot to read, summarize, and prioritize their company emails, and
even to generate draft email replies. These company emails are accessed by the
LLM interface. While the user may assume their emails are secured by their email
client, the LLM processing of these emails presents an unknown cybersecurity
risk.

This opens new vulnerabilities to accidental disclosure or deliberate retrieval by
unauthorized persons. Note that this risk is present even if the user-provided data was
encrypted during transmission to the Microsoft environment, since Copilot must
decrypt the data in order to analyze, summarize, or reply. Also note that this risk of
disclosure of user-provided data is present even if Microsoft does not retrain its LLM
on that data. 

Consider the following scenario:

At this point, with weekly announcements of new deployments by OpenAI and
Microsoft, it is very difficult to trace out the different data retention, flow, and use
policies of OpenAI’s consumer version of ChaptGPT, its API for third-party enterprises,
Microsoft’s OpenAI Azure, and now Copilot, let alone partnerships like the recently
announced Microsoft-Epic agreement to allow LLM analysis of medical records held
by Epic, which has records of over 305 million people.    There is no doubt that the
systems are configured so that users disclose confidential and sensitive data to the
LLM. (And when the user is an enterprise, the data it is disclosing may be that of
hundreds of millions of its customers (or the customers of its customers), who
probably do not even know that their data is being processed by an LLM.) Given the
huge amount of sensitive information LLMs will be processing, developers must be
transparent with their users about their data retention practices to allow those users
to choose systems that meet their data security and privacy needs. Under the
transparency criteria for responsible AI development, developers should also provide
full disclosure explaining where data resides, how long it is retained, when it is 
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56.  National Cyber Security Center of the UK, ChatGPT and large language models: what's the risk? (March 14, 2023)
https://www.ncsc.gov.uk/blog-post/chatgpt-and-large-language-models-whats-the-risk. 
57. https://help.openai.com/en/articles/7039943-data-usage-for-consumer-services-faq.
58. The prior policy and its change were announced on the OpenAI API terms of service page.

encrypted and when it is rendered unencrypted, and what level of confidentiality
users can expect, allowing users to choose services that match their confidentiality
needs. This applies whether the service is based on ChatGPT, or the version of GPT in
Copilot, or the OpenAI API, or any other LLM.

ii. Misuse of user-supplied data

The UK’s National Cyber Security Center warns that a query to an LLM “will be visible
to the organization providing the LLM (so in the case of ChatGPT, to OpenAI). Those
queries are stored and will almost certainly be used for developing the LLM service or
model at some point. This could mean that the LLM provider (or its
partners/contractors) are able to read queries, and may incorporate them in some
way into future versions. As such, the terms of use and privacy policy need to be
thoroughly understood before asking sensitive questions” (emphasis in original).

A look at OpenAI reveals that this is precisely what happens: The OpenAI notice to
consumers claims the right to use the data of regular, consumer-level users of
ChatGPT to continue to train its models.    (On April 25, 2023, OpenAI added a new
control that allows individuals to avoid storage and use of their data, but the control
is presented as an opt-out, and indefinite storage and re-training use of consumer
data is turned on by default.) Moreover, OpenAI may use the consumer data that it
receives from the third-party enterprises that incorporate its models into their
systems through the API. Indeed, OpenAI has admitted that data it received from
corporate customers via its API prior to March 1, 2023 “may have been used for
improvement [of OpenAI’s models] if the customer had not previously opted out of
sharing data.”     (The customer in this context is the corporate partner using OpenAI’s
models. The data may be personal information about that corporation’s individual
consumer customers or the corporation’s users may be other corporations.) In March,
OpenAI changed this to an opt-in – that is, it will use the data obtained from third
party corporations only if the corporation consents. But the data concerns the
customers of those third-party partners, meaning that those third parties may be
consenting on behalf of their consumers to have those individuals’ data provided to
OpenAI and used to improve its models.
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An enterprise user submits internal company earnings projections to ChatGPT for
summarization. Those confidential documents are retained by the LLM interface
for some period of time and are vulnerable to accidental release or retrieval by
unauthorized users. 
If the LLM re-trains based on this user-provided data, could a malicious user trick
the LLM into revealing some of this information through queries about the
company’s financial projections?
A developer submits draft computer source code to an LLM to identify
weaknesses and suggest improvements. The LLM interface retains the source
code during analysis, where it is vulnerable to unauthorized access by malicious
actors. Moreover, depending on consents that may have been granted without
the code developer’s understanding them, the LLM may re-train using the source
code provided by this user, and subsequent user queries could thereby disclose
parts of that code as it replies to queries from other users. 

Moreover, it is not clear that corporate users understand the risks of allowing OpenAI
to retain and otherwise use their data with consent. Consider the following scenarios:  
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4. The Rush to Deploy
OpenAI Models Without

Adequate Privacy or
Security Protections

59.In March 2023, OpenAI announced that it was making its ChatGPT and Whisper models available on its API, giving
developers access to the models’ language (and speech-to-text capabilities.  https://openai.com/blog/introducing-chatgpt-and-
whisper-apis. 
60. https://openai.com/blog/chatgpt-plugins. 
61. Ram Shankar Siva Kumar and Ann Johnson, Cyberattacks against machine learning systems are more common than you
think, Microsoft blog (Oct. 22, 2020) https://www.microsoft.com/security/blog/2020/10/22/cyberattacks-against-machine-
learning-systems-are-more-common-than-you-think/. In a Microsoft survey of 28 organizations, spanning Fortune 500
companies, small-and-medium size businesses, non-profits, and government organizations, 25 out of the 28 were not equipped
with tactical and strategic tools to protect, detect and respond to attacks on their machine learning systems. Ram Shankar Siva
Kumar, Magnus Nystrom, John Lambert, Andrew Marshall, Mario Goertzel, Andi Comissoneru, Matt Swann and Sharon Xia,
Adversarial Machine Learning - Industry Perspectives (March 2021) https://arxiv.org/abs/2002.05646. 

a. OpenAI and Microsoft AI Principles Do Not Address
Malicious Uses

OpenAI has adopted a platformized business model under which it uses the API to its
models as a service designed to be integrated into the products and services of other
companies.    As of March 23, 2023, OpenAI announced that the first plugins using its
models had been created by FiscalNote, Instacart, KAYAK, Klarna, Milo, OpenTable,
Shopify, Slack, Speak, Wolfram, and Zapier.

It is possible, even likely, that these entities integrating OpenAI’s products into their
operations do not even fully understand the security and privacy risks they pose.
There is no indication that OpenAI has undertaken adequate privacy and security risk
assessments nor developed appropriate control measures to address these risks.
Much like SolarWinds, attackers could use OpenAI’s vulnerable code to access its
customers’ systems in so-called supply chain attacks.  

Because it has long been recognized that AI is susceptible to malicious exploitation,
U.S. and international principles on responsible AI development highlight the need for 
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62. Recommendation of the Council on Artificial Intelligence, OECD (May 21, 2019),
legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449, OECD Principle 1.4(a).
63. OpenAI Charter, https://openai.com/charter.
64. A misleading open letter about sci-fi AI dangers ignores the real risks (March 29, 2023) https://aisnakeoil.substack.com/p/a-
misleading-open-letter-about-sci. 
65. Responsible AI Standard v2, General Requirements (2022), p. 5 https://blogs.microsoft.com/wp-
content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf. 
66. Responsible AI Standard v2, General Requirements (2022) https://blogs.microsoft.com/wp-
content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf. 
67. Zoe Schiffer and Casey Newton, Microsoft lays off team that taught employees how to make AI tools responsibly: / As the
company accelerates its push into AI products, the ethics and society team is gone, The Verge, Mar. 13, 2023,
https://www.theverge.com/2023/3/13/23638823/microsoft-ethics-society-team-responsible-ai-layoffs. 

developers to assess and mitigate not only the risks of intended use but also the risks
of malicious use. According to the OECD AI Principle on Robustness, Security, and
Safety, “AI systems should be robust, secure and safe throughout their entire lifecycle
so that, in conditions of normal use, foreseeable use or misuse, or other adverse
conditions, they function appropriately and do not pose unreasonable safety risk”
(emphasis added). 

However, OpenAI has ignored this. Its charter announces several principles, but
nowhere does it mention malicious use.    Instead, the principles address “long-term
safety,” referring to the development of late-stage artificial general intelligence (AGI).
This is surely a concern, but as Sayash Kapoor and Arvind Narayanan have pointed
out, concerns with the possible future emergence of AGI ignores the real security
problems present in OpenAI models today.

Similarly, while the principle of security by design holds that developers should
consider the risks of adversarial compromise, Microsoft’s responsible AI standard also
does not address malicious use.    The framework hinges on performance of an Impact
Assessment, through which “Microsoft AI systems are reviewed to identify systems
that may have a significant adverse impact on people, organizations, and society, and
additional oversight and requirements are applied to those systems."     The process,
however, focuses on intended uses, proposed inputs and proposed outputs. Nowhere
does it mention adversarial inputs, manipulated outputs, or unintended uses to which
a product could be put. For example, on data governance, it directs developers to
“Define and document data requirements with respect to the system’s intended
uses.” On the question of human oversight, it says that “Stakeholders must be able to
understand … the system’s intended uses.”

In the face of growing recognition of the privacy and security risks arising from the
commercial deployment of generative AI techniques, Microsoft fired its entire ethics
and society team.
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68. OpenAI GPT-4 Technical Report, p. 2 https://cdn.openai.com/papers/gpt-4.pdf. 
69. https://github.com/openai/openai-python/blob/main/chatml.md.
70. Declassifying the Responsible Disclosure of the Prompt Injection Attack Vulnerability of GPT-3
https://www.preamble.com/prompt-injection-a-critical-vulnerability-in-the-gpt-3-transformer-and-how-we-can-begin-to-solve-it.

A key principle of responsible AI development is transparency. Developers and
deployers of AI systems must prioritize transparency, beginning with clarity around
training data and supply chains and including transparency on issues such as private
data retention, encryption, and the processing of sensitive user data. However,
OpenAI has refused to disclose key information: “Given both the competitive
landscape and the safety implications of large-scale models like GPT-4, this report
contains no further details about the architecture (including model size), hardware,
training compute, dataset construction, training method, or similar.”

b. Lack of transparency

c. Premature public release

A fundamental criteria of responsible AI development is that models should be built to
mitigate security and privacy risks when deployed or integrated into other systems. As
with any program, LLMs developers should refrain from releasing to the public AI
models that pose serious, unmitigated risks. Most consumers expect new products to
require patches and improvements post-release. However, there is clearly a
distinction between expected improvements and a product not being ready for
market and potentially harmful. There is no bright line between beta and
irresponsible, but the speed with which ChatGPT and GPT-4 were broken and the fact
that its initial guardrails were evaded to be augmented with new ones that were also
evaded demonstrates that OpenAI crossed that line. Clearly, more testing was
needed, and OpenAI should have considered slowing new business integrations until
its products could be better secured.

d. Warnings ignored: Open AI has been fully
aware of these risks

OpenAI saw these problems coming. When OpenAI released the Chat markup
language this year, it knew that it was subject to prompt injection attack, warning
users that the raw string format “inherently allows injections from user input
containing special-token syntax, similar to SQL injections." 

Researchers at Preamble reported the prompt injection vulnerability to OpenAI on
May 3, 2022, following up with additional details and suggested mitigations.
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71.Open AI, The GPT-4 System Card, Mar.15 2023. https://cdn.openai.com/papers/gpt-4-system-card.pdf. 
72. https://cdn.openai.com/papers/gpt-4.pdf at p. 53.
73. See https://cdn.openai.com/papers/gpt-4.pdf at pp. 53-54.

OpenAI also acknowledged a range of cybersecurity risks in GPT-4. In the GPT-4
System Card, OpenAI states that GPT-4 “does continue the trend of potentially
lowering the cost of certain steps of a successful cyberattack, such as through social
engineering or by enhancing existing security tools. Without safety mitigations, GPT-4
is also able to give more detailed guidance on how to conduct harmful or illegal
activities.” GPT-4 System Card at 3. Moreover, OpenAI admitted that its mitigations
and processes to prevent misuse are “limited and remain brittle in some cases .”

OpenAI also acknowledged that GPT-4 is useful for some subtasks of social
engineering, such as drafting phishing emails. It could speed up some aspects of cyber
operations (like parsing through audit logs or summarizing data collected from a
cyberattack). OpenAI has argued that ChatGPT’s tendency to hallucinate limited its
effectiveness in cyber operations, citing the system’s errors as a reason not to worry
about it.    At the same time, OpenAI is working to reduce the hallucinatory tendencies
of its LLM. OpenAI needs to articulate how doing so won’t make the service more
effective at assisting with cyberattacks.

Yet OpenAI failed to fully address these concerns. Its technical paper    on GPT-4
indicates that OpenAI contracted with external red teamers to test certain
cybersecurity aspects of GPT-4. However, OpenAI’s experts do not seem to have
considered the vulnerability of GPT-4 itself to attack. Instead, the report focuses only
on the use of GPT-4 to facilitate traditional attacks (GPT-4’s capabilities for
vulnerability discovery and exploitation, and its capability to carry out social
engineering tasks in the form of target identification, composition of spearphishing
content, and bait-and-switch phishing). OpenAI says that, to mitigate potential
misuses in this area, it has trained models to refuse malicious cybersecurity requests
and scaled its internal safety systems, including in monitoring, detection, and
response, though they continue to be evaded. However, the technical report makes
no mention of whether GPT-4 has been hardened against external attacks.
Remarkably, the paper does not address the vulnerability of the system to prompt
injection attacks.

Indeed, in speeding forward with its licensing model, OpenAI has degraded its
controls. As of last November, it stopped requiring commercial users to register their
applications with OpenAI. Instead, OpenAI says that it will be able to use a 
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74. FTC, Chatbots, deepfakes, and voice clones: AI deception for sale. March 20, 2023. https://www.ftc.gov/business-
guidance/blog/2023/03/chatbots-deepfakes-voice-clones-ai-deception-sale.
75. Ethan Perez et al., Discovering Language Model Behaviors with Model-Written Evaluations (Dec. 19, 2022)
https://arxiv.org/pdf/2212.09251.pdf.  

combination of automated and manual methods to monitor for policy violations. This
is yet another example of OpenAI sacrificing safety and security measures to speed up
their release of new AI-powered products.

“Merely warning your customers about misuse or telling them to make disclosures is
hardly sufficient to deter bad actors. Your deterrence measures should be durable,
built-in features and not bug corrections or optional features that third parties can
undermine via modification or removal.”

OpenAI promotes a narrative of constant improvement. Each iteration of GPT gets
more accurate, OpenAI argues, and the steady application of human oversight
through reinforced learning (RL) will solve the problems of bias, hallucination, and
adversarial manipulation. However, there is disturbing evidence that LLMs get worse
with size and in some ways with human feedback:

Larger LMs repeat back a dialog user’s preferred answer (“sycophancy”)
and express greater desire to pursue concerning goals like resource
acquisition and goal preservation. We also find some of the first examples
of inverse scaling in RL from Human Feedback (RLHF), where more RLHF
makes LMs worse. For example, RLHF makes LMs express stronger
political views (on gun rights and immigration) and a greater desire to
avoid shut down.
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5. Conclusion: Racing Ahead

Design: Multiple successful attacks demonstrate that ChatGPT and GPT-4
were not designed to resist known exploits.
Vulnerability Management: OpenAI did not identify and mitigate risks
presented by their products before deployment; red-teaming and other
techniques were inappropriately circumscribed.
Deployment: Even after flaws were revealed, the products were pushed into
deployment.
Transparency: OpenAI has become less open, declining to disclose key
information about “architecture (including model size), hardware, training
compute, dataset construction, training method, or similar.” 
Confidentiality: For corporations adopting LLM-based features, key questions
about data flows remain unanswered, leaving confidential data at risk.

In 2022, over sixty AI researchers warned in a joint article, “Given the pace of
progress in finding [language model] failures, many more likely exist. It is crucial
to evaluate LM behaviors extensively, to quickly understand LMs’ potential for
novel risks before LMs are deployed.”     Open AI itself has stated that “[o]ne
concern of particular importance to OpenAI is the risk of racing dynamics leading
to a decline in safety standards, the diffusion of bad norms, and accelerated AI
timelines, each of which heighten societal risks associated with AI.”

Yet OpenAI and Microsoft have failed to heed their own warnings and failed to
comply with key criteria of responsible AI development:

AI has amazing potential. A rush to deploy risks that potential. If
the responsible development practices, including the criteria laid
out in this paper, are followed by developers, the risks of AI can be
appropriately mitigated, protecting society from harm.

76. Ethan Perez et al., Discovering Language Model Behaviors with Model-Written Evaluations (Dec. 19, 2022) 
 https://arxiv.org/pdf/2212.09251.pdf. 
77. OpenAI, GPT-4 Technical Report, p. 59 https://cdn.openai.com/papers/gpt-4.pdf. 
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